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est in distributed systems. They chose to add a Distribuysteghs
Annex (DSA in short) in the latest language revision [8]. San- G
nex, while still fully consistent with the rest of the langyga defines b!
how subprograms can be called remotely, and how complex datad!
structures such as pointers on remote objects and remopgcsub

grams can be built and used. However, unlike foreign disteid e
architectures such as CORBA, those facilities preservestiwang p
type checking and the safety features of the Ada programtaimg A
guage. By
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[3]. The DSAs hrdden to the RTI programmer who only needs to U
use the RTI API, but it takes care of all the communicatiomieen

RTI nodes, as shown on figure 1.

1.2.3 Education

Ada 83 has been used for years in software engineering slasse
because of its high-level features such as genericityngttgping,
encapsulation and tasking. The fact that an Ada compilehest
most errors at compile time makes it much easier for students
concentrate on the real problem rather than on a trivialakiestin-

caught by a C compiler.

Ada 95 extends the power of Ada 83 to object oriented and dis-
tributed programming. From our own teaching experiencelesits
enjoy using it when learning the basis of distributed prograng
(remote subprogram calls, distributed objects) becausts afase
of use and its integration in a consistent model. For exaymqule
students have been able to develop a complete multi-useasage

ing system based on distributed objects in a few hours.
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Figure 2: Global CORBA architecture




However, the set of entities that can be used remotely caauld b
slightly enlarged by introducing the notion of remote rendeus
for example. This would require allowing a task declaratiothe
visible part of aRenpt e_Cal | _I nt er f ace package, as well as
remote accesses to task types and objects. Of course, appeop
restrictions must be placed on types of entry parametess,gsi
those restrictions exist for remote subprograms.

3.1.2 The mid-level layer

What we call the mid-level layer here is the declaration af th
Syst em RPC package. As written in section 2.1, the design
team of the DSA was willing to ensure a compatibility between
any DSA-capable compiler and any PCS through this standzddi
package.

While this definition allowed us to start quickly the impleme
tation of GLADE because one part of the design was implicitly
contained in the annex, we soon realized that the requiretmen
gothroughSy st.:emsRPCfor.every.;remote;call introduces a lot of
constraints.
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GNAT has been developed as a separate project[1] and caebe us —
independently.

3.3.2 Using a common protocol

We are currently investigating the use of I1IOP as the basizuof
low-level protocol, to ease the interfacing process betwie
DSA, CORBA and RMI. The basic idea behind this is effort split L
ting: implementing a tasking runtime requires a lot of reses —
from Ada compilers vendors, and so does the implementation o
the DSA. If some of the costs could be shared by the CORBA and
RMI vendors, there would probably be more implementatiohs o 3
the DSA, as the existing infrastructure could be reusedyeasi

We already have a full Ada ORB implementation [10], soon

to be released as free software. This software, whose cade na w
is Broca, will serve as a basis for both our free software CARB IS
product, AdaBroker, and a future version of GLADE that wid b ':l

using IIOP. .
Using. llOP_as_the standard.protocol for the DSA would al- (
low accessing CORBA and RMI services directly through thé\DS



but would benefit from a standardization of the protocol used
communicate between the partitions. This standardizatioald
ease the development of Ada distributed applications udifey-
ent Ada compilers, and would open the world of distributediAal
other languages, without loosing any of the Ada safety andritg.

Despite those (hopefully constructive) criticisms, we firioe-
lieve that the presence of the Distributed Systems Annexrigjar
achievement in the language definition. We want to thankrmagai
the design team who chose to make Ada even more powerful and
user-friendly by including the DSA in the 1ISO standard.
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